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 Spice classification is a crucial task in the food industry to ensure food 
safety and quality. This study focuses on the classification of spices using 
the Histogram of Oriented Gradient (HoG) feature extraction method and 
bagging method. The objective of this research is to compare the 
performance of three different models of bagging method, including 
Bootstrap Aggregating (Bagging), Random Forests, and Extra Tree 
Classifier, in classifying spices. The evaluation metrics used in this 
research are Precision, Recall, F1-Score, F2-Score, Jaccard Score, and 
Accuracy. The results show that the Random Forest model achieved the 
best performance, with precision, recall, F1-score, F2-Score, Jaccard, and 
Accuracy values of 0.861, 0.8633, 0.8587, 0.8607, 0.7694, and 0.8733 
respectively. On the other hand, the Extra Tree Classifier had the lowest 
performance with precision, recall, F1-score, F2-Score, Jaccard, and 
Accuracy values of 0.7034, 0.7958, 0.7037, 0.7047, 0.5635, and 0.72 
respectively. Overall, the results indicate a fairly good success rate in 
classifying spices using the HoG feature extraction method and bagging 
method. However, further evaluation is needed to improve the accuracy of 
the classification results, such as increasing the number of training data 
or considering the use of other feature extraction methods. The findings 
of this research may have significant implications for the food industry in 
ensuring the quality and safety of food products. 
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1. Introduction 

Indonesia has gained a reputation for producing a wide variety of spices, which has attracted the 

attention of European countries in the past. Despite this history, Indonesia continues to be a significant 

player in the global spice market, accounting for 21.06% of global spice production in 2013. This 

presents a great opportunity for businesses in the plantation subsector to sell Indonesian spices 

globally, which could greatly benefit the country's economy[1], [2]. Furthermore, the demand for 

natural ingredients like spices is expected to continue to grow due to factors such as population 

growth, health concerns, and environmental sustainability. Spices have been used for thousands of 
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years as flavor enhancers, colorings, and aromas and are also rich in antioxidants, which can help 

protect against disease[3].  

 Spices have been utilized for centuries due to their appealing fragrance and taste-enhancing 

properties [4]. They are considered a unique type of food additive that has been used for flavoring, 

coloring, and preserving food. Additionally, spices are recognized for their medicinal benefits and have 

been utilized in traditional medicine practices for a long time [5], [6]. Some examples of spices that 

come from seed plants are cumin, nutmeg, pepper, fennel, and coriander. Meanwhile, spices that come 

from rhizomes include turmeric, ginger, galangal, and fingerroot [7].  

 According to a study conducted at SMKN 9 Bandung [8], almost half of the students (47%) 

were not familiar with spices and herbs. With advancements in digital image processing technology, 

it is now possible to automatically classify spices and herbs using image classification techniques. The 

objective of image classification is to imitate human ability in comprehending digital image 

information so that computers can classify objects depicted in images in the same manner as humans. 

There are various techniques available to solve this problem, and one such method is Naïve Bayes 

Classification Method and HOG (Histogram of Oriented Gradients) Feature Extraction, as discussed 

in a study[9] on fruit classification. 

 The Histogram of Gradient (HOG) algorithm is a method used for detecting objects by 

extracting distinctive features based on gradient information from each pixel. This method involves 

extracting HOG features from multiple window sizes of an image, and it has been widely studied in 

the field of computer vision. The HOG feature extraction algorithm has proven to be effective in 

various computer vision applications, as highlighted in several studies [10]–[13]. In a study by [14]–[16] 

HOG features were used for various computer vision tasks and achieved impressive results. Recently, 

Leidiyana & Warta [17] used the HOG feature extraction method along with the SVM algorithm for 

fruit classification. 

 Bagging (Bootstrap Aggregating) is an ensemble learning algorithm used to improve the 

performance of machine learning models by combining several simple models. Bagging or Bootstrap 

Aggregating is an ensemble learning algorithm first introduced by Leo Breiman in 1996[18]. This 

algorithm works by creating several different prediction models using random samples of training data 

taken with replacement (bootstrap). Next, a more robust model is created by utilizing a voting or 

averaging approach to make decisions based on the predictions of all individual models that were 

previously combined. Random Forest is a machine learning algorithm used for classification, 

regression, and other tasks. This algorithm works by combining many decision trees created randomly. 

Each tree in the Random Forest is created based on a random subsample of training data and a random 

subset of available features. Then, the final prediction is made by combining the prediction results of 

all trees in the ensemble[19]. ExtraTreeClassifier, or Extremely Randomized Trees, is an ensemble 

learning method for classification and regression tasks, which uses a randomized decision tree 

algorithm to create a forest of decision trees. It is similar to the Random Forest algorithm, but with a 

key difference: ExtraTreeClassifier selects a random subset of features for each split in the decision 

tree, rather than evaluating all features like Random Forest[20]. 

 In research [21], HOG feature extraction is used to detect objects such as cars. With HOG 

feature extraction, testing data is created from 304 x 240 pixel images. In research [22], HOG feature 

extraction with the SVM method is used to classify brain tumors. This method involves three steps in 

the classification process: pre-processing to resize the image, feature extraction to extract information 

using HOG feature extraction, and training data using classification testing with SVM, resulting in an 

accuracy rate of 91%. HOG feature extraction has also been used to identify plant species from leaf 

patterns using HOG feature extraction and the CNN and KNN method [13], [23], [24]. 
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 Previous research has shown that both the Bagging method and HoG feature extraction have 

yielded good results. In light of this, the current study aims to model the classification of spices by 

utilizing the Bagging method and HoG feature extraction. The aim is to classify the different types of 

spices and help the community in identifying them. Such a classification system is expected to benefit 

young people in learning about different spices. 

2. Research Method 

2.1 Data Collection Technique 
The data for this research was gathered by taking pictures from a Vivo Y35 smartphone camera, while 
maintaining a distance of 30 cm. To classify the spices, materials had to be purchased from a nearby 
market and each spice had to be photographed. The chosen model was based on its ability to capture 
the natural pattern of the spices. The method used to collect spice samples involved placing them in 
different positions, quantities, and random arrangements on HVS paper. 

2.2 Analysis Data 
In this study, five different types of spices (Aniseed, Cloves, Cumin, Cardamom, and Candlenuts) were 
examined, and a total of 750 data points were collected after the data collection process was completed. 
Each spice type had 150 samples collected for analysis. The data set was divided into two parts for both 
training and testing purposes, with an 80:20 split ratio. Table 1 shows the accuracy of the data split. 

Table 1.  

Split data 

Types of Spices 
The Quantity of Training 

Samples 

The Quantity of Testing 

Samples 

Aniseed 120 30 

Cloves 120 30 

Cumin 120 30 

Cardamon 120 30 

Candlenut 120 30 

2.3 Architecture Research 
Figure 1 illustrates the research methodology adopted in this study 

 
Figure 1. Architecture research[25] 
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2.4 Evaluation methode 
The confusion matrix is a tool used to classify data that has passed or failed a test. It provides information 
on the actual and predicted classification results, which can be used to evaluate the accuracy of an object 
estimation model. This study uses various evaluation methods, including Accuracy, Precision, Recall, 
F1-score, F2-score, and Jaccard score. Accuracy is the simplest measure of performance and is calculated 
as the ratio of correctly predicted observations to total observations. Precision refers to the proportion 
of correctly predicted positive observations to the total number of predicted positive observations, 
whereas recall refers to the proportion of correctly predicted positive observations to all observations in 
the actual class. The F1-score is a measure that considers false positives and false negatives by calculating 
a weighted average of precision and recall. The F2-score is a weighted harmonic mean of recall and 
precision, with a best value of 1 and worst value of 0. Lastly, the Jaccard index, or Jaccard similarity 
coefficient, measures the similarity between two sets of labels by dividing the size of their intersection 
by the size of their union[26], [27]. 

3. Result and Discussion 

3.1 Sample of Spices 
Aniseed, for example, is a plant with a sweet, licorice-like flavor commonly used in cooking and herbal 
remedies to aid with digestive problems, coughs, and respiratory ailments. Cloves, on the other hand, 
are dried flower buds of an evergreen tree, which are widely used in cooking, traditional medicine for 
their analgesic and anti-inflammatory properties, and in essential oils for aromatherapy and cosmetics. 
Cumin is a flowering plant with a warm, earthy, and slightly bitter flavor, which is frequently used as a 
spice in various cuisines, and traditional medicine for its digestive and anti-inflammatory properties. 
Cardamom, which is a member of the ginger family, has a strong, pungent, and slightly sweet flavor and 
is used as a spice in many cuisines, as well as in traditional medicine for its digestive and anti-
inflammatory properties. Candlenut is a tree that produces seeds used as a food ingredient in numerous 
Southeast Asian cuisines and in traditional medicine for its anti-inflammatory and analgesic properties. 
It is important to note that raw Candlenut is toxic and must be roasted or boiled before consumption. 
Overall, the images in Figure 2 provide a clear visual representation of the various shapes and textures 
of different spice samples. 

 

Figure 2. Spice Samples (a) Aniseed, (b) Cloves, (c) Cumin, (d) Cardamom, (e) Candlenuts. 

3.2 Histogram of Oriented Gradient Feature Detection 
Histogram of Oriented Gradient (HOG) is a feature descriptor used for object detection in computer 
vision. It was first proposed by Navneet Dalal and Bill Triggs in their 2005 paper "Histograms of Oriented 
Gradients for Human Detection". The basic idea behind HOG feature detection is to extract local 
features from an image that capture information about the edges and textures present in the image. This 
is done by dividing the image into small cells and computing the gradient magnitude and orientation 
within each cell. The gradient magnitude captures the strength of the edges in the cell, while the 
orientation captures the direction of the edges. 
 Once the gradient magnitude and orientation are computed for each cell, a histogram of 
gradient orientations is created by accumulating the gradient orientations from all the cells within a 
larger block. The histogram bins are usually chosen to be evenly spaced in the range of 0 to 180 degrees. 
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The final HOG feature descriptor is created by concatenating the histogram vectors from all the blocks 
in the image. This results in a high-dimensional feature vector that can be used as input to a machine 
learning algorithm for object detection. 
  Overall, HOG is a powerful feature descriptor for object detection that can capture important 
information about the edges and textures in an image. However, it is computationally intensive and 
requires careful tuning of parameters such as the cell size, block size, and histogram bin size to achieve 
optimal performance. The histogram of oriented gradient has generated the detection results, which 
indicate the identification of objects within an image by analyzing the gradient distribution of pixels. 
The detection outcomes exhibit a clear identification of the objects within the image, based on the 
gradient characteristics found by the histogram of oriented gradient method. This technique enables us 
to more precisely recognize objects within the image, thus facilitating further data processing and 
analysis. 

 
Figure 3. Spice HOG Detection (a) Aniseed, (b) Cloves, (c) Cumin, (d) Cardamom, (e) Candlenuts 

3.3 Experiment 
The experiment in this research involved testing a modified version of the bagging method using a 
specific experimental design shown in Figure 1. Three different models, including Bootstrap 
Aggregating (Bagging), Random Forests, and Extra Tree Classifier, were utilized to conduct the 
experiment. The classification outcomes were evaluated and reported through a confusion matrix, 
which is presented in Figure 4. 
 This confusion matrix is a representation of the performance of a multiclass classification 
model that has been trained to classify five different spices: aniseed, cloves, cumin, cardamom, and 
candlenut. The matrix shows the number of instances of each class that have been correctly or 
incorrectly classified by the model. The rows of the matrix represent the true classes of the instances, 
while the columns represent the predicted classes. The diagonal elements of the matrix represent the 
instances that have been correctly classified, while the off-diagonal elements represent the instances 
that have been misclassified.  

In this confusion matrix (a) Bootstrap Aggregating, we can see that the model has correctly 
classified most of the instances. For example, all instances of aniseed have been correctly classified as 
aniseed, and most instances of cloves, cumin, and cardamom have also been correctly classified. 
However, there are some instances that have been misclassified by the model. For example, two 
instances of candlenut have been incorrectly classified as cloves, and eight instances of cardamom have 
been incorrectly classified as candlenut. 

Looking at this confusion matrix(b) Random Forests, we can see that the model has correctly 
classified most of the instances. For example, all instances of aniseed have been correctly classified as 
aniseed, and most instances of cloves, cumin, and cardamom have also been correctly classified. 
However, there are still some instances that have been misclassified by the model. For example, four 
instances of candlenut have been incorrectly classified as cloves, and four instances of cardamom have 
been incorrectly classified as candlenut. Compared to the previous confusion matrix , this one shows an 
improvement in the model's performance as there are fewer misclassifications. This could be due to 
changes made to the model or improvements in the training data. 

Looking at this confusion matrix (c) Extra Tree Classifier, we can see that the model's 
performance is not as good as the previous two confusion matrices. For example, some instances of 
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aniseed have been misclassified as cloves or candlenut, and some instances of cloves have been 
misclassified as candlenut. There are also instances where multiple misclassifications occurred. For 
example, 5 instances of candlenut have been misclassified as cloves, and 9 instances of candlenut have 
been misclassified as cardamom. Overall, this confusion matrix indicates that the model needs further 
refinement and improvement. The misclassifications could be due to various reasons, such as 
imbalanced data or insufficient feature representation. Therefore, further data analysis and feature 
engineering may be needed to improve the model's performance. 

   
                         (a)                                                     (b)                                                     (c) 

Figure 4. Confusion Matrix of Variations Bagging Algoritmh (a) Bootstrap Aggregating (Bagging), (b) Random Forests, and (c) 
Extra Tree Classifier 

The study did not draw any conclusions based on the classification results obtained from the confusion 
matrix. Therefore, an evaluation is necessary to assess the degree of success in the classification process. 

Table 2.  
The performance of Bootstrap Aggregating (Bagging) 

  PRECISION Recall F1 - Score F2 - Score Jaccard 

Aniseed 0.9730 1 0.9863 0.9945 0.9730 

Cloves 0.9032 0.9032 0.9032 0.9032 0.8235 

Cumin 0.8621 0.9259 0.8929 0.9124 0.8065 

Cardamom 0.6552 0.6552 0.6552 0.6552 0.4872 

Candlenut 0.5417 0.4815 0.5098 0.4924 0.3421 

Accuracy 0.8067 

Precision: The proportion of correctly predicted positive instances out of all predicted positive 
instances. For instance, the precision of Aniseed is 0.9730, indicating that 97.3% of instances predicted 
as Aniseed were truly Aniseed.Recall: The proportion of correctly predicted positive instances out of all 
actual positive instances. For example, the recall of Aniseed is 1, indicating that all instances of Aniseed 
were correctly predicted.F1-Score: The harmonic mean of precision and recall that balances the two 
metrics. For example, the F1-Score of Cloves is 0.9032, which is the harmonic mean of its precision and 
recall.F2-Score: A variant of the F1-Score that emphasizes recall over precision. The F2-Score of Aniseed 
is 0.9945, indicating that the model has high recall for Aniseed.Jaccard: The similarity between the 
predicted and actual sets of instances. For example, the Jaccard coefficient of Aniseed is 0.9730, 
indicating that the predicted set of instances for Aniseed is very similar to the actual set. Accuracy: The 
proportion of correctly predicted instances out of all instances. The overall accuracy of the model is 
0.8067, meaning the model correctly predicted the presence or absence of the spices in 80.7% of 
instances. 

Table 3.  
The performance of Random Forests 

  PRECISION Recall F1 - Score F2 - Score Jaccard 

Aniseed 1 1 1 1 1 

Cloves 0.8857 1 0.9394 0.9748 0.8857 

Cumin 0.8387 0.9630 0.8966 0.9353 0.8125 

Cardamom 0.8077 0.7241 0.7636 0.7394 0.6176 
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  PRECISION Recall F1 - Score F2 - Score Jaccard 

Candlenut 0.7727 0.6296 0.6939 0.6538 0.5313 

Accuracy 0.8733 

 

Precision: Precision measures how accurate the model is in predicting instances that belong to a certain 
class. A precision score of 1 means that all predictions for that class were correct. In this evaluation, 
Aniseed has a precision score of 1, which means that all of the instances predicted to be Aniseed were 
correct. Recall: Recall measures how well the model can identify instances that belong to a certain class. 
A recall score of 1 means that all instances of that class were correctly identified. In this evaluation, 
Aniseed has a recall score of 1, which means that all instances of Aniseed were correctly identified. F1-
Score: F1-score is a harmonic mean of precision and recall, where a score of 1 indicates perfect precision 
and recall. In this evaluation, Aniseed has a perfect F1-score of 1, indicating perfect precision and recall. 
F2-Score: F2-score is similar to F1-score but places more emphasis on recall than precision. In this 
evaluation, Aniseed has a perfect F2-score of 1, indicating perfect recall and high precision. Jaccard: 
Jaccard is a measure of the similarity between the predicted set of instances and the actual set of 
instances. A Jaccard score of 1 means that the predicted set and actual set are identical. In this evaluation, 
Aniseed has a perfect Jaccard score of 1, indicating perfect similarity between the predicted and actual 
sets. Overall, the model performed well, with high precision and recall scores for most classes, and an 
accuracy of 0.8733, indicating a high overall performance. 

Table 4.  
The performance of Extra Tree Classifier 

  PRECISION Recall F1 - Score F2 - Score Jaccard 

Aniseed 0.9189 0.9444 0.9315 0.9392 0.8718 

Cloves 0.7586 0.7097 0.7333 0.7190 0.5789 

Cumin 0.7143 0.7407 0.7273 0.7353 0.5714 

Cardamom 0.6250 0.6897 0.6557 0.6757 0.4878 

Candlenut 0.5000 0.4444 0.4706 0.4545 0.3077 

Accuracy 0.72 

Precision refers to the proportion of true positive predictions out of all positive predictions made by the 
model. Recall refers to the proportion of true positive predictions out of all actual positive instances. F1-
Score is a harmonic mean of Precision and Recall. F2-Score is a weighted harmonic mean of Precision 
and Recall, where Recall is given more weight. Jaccard Index measures the similarity between two sets 
of data. Looking at the results, we can see that Aniseed has the highest Precision, Recall, F1-Score, F2-
Score, and Jaccard Index, indicating that the model performs very well on this class. Cloves and Cumin 
have relatively high scores, but not as high as Aniseed. Cardamom and Candlenut have the lowest scores, 
indicating that the model does not perform as well on these classes. The overall accuracy of the model 
is 0.72, which means that the model correctly predicted 72% of the instances in the dataset. 

3.4 Discussion 
The table 5 shows the evaluation results of three different bagging methods used in a classification 
problem. Bagging is an ensemble learning technique that involves training multiple models on different 
subsets of the training data and combining their predictions to improve the overall performance of the 
model.  
 The three bagging methods evaluated in this study are Bootstrap Aggregating (Bagging), 
Random Forests, and Extra Tree Classifier. The evaluation metrics used in this study include precision, 
recall, F1-score, F2-score, Jaccard index, and accuracy. From the evaluation results, it can be seen that 
Random Forests outperformed the other two bagging methods in most of the evaluation metrics. 
Random Forests achieved the highest precision, recall, F1-score, F2-score, Jaccard index, and accuracy 
values of 0.861, 0.8633, 0.8587, 0.8607, 0.7694 respectively, indicating that it is the most effective 
bagging method for the spicess classification problem in this study. 

Bootstrap Aggregating (Bagging) and Extra Tree Classifier achieved lower performance 
compared to Random Forests in most of the evaluation metrics. However, they still achieved decent 



    p-ISSN 2337-8646    e-ISSN 2721-561X 
 

 JTI C.I.T, Vol. 15, No. 1 March 2023: 48-57 

55 

performance, with Bootstrap Aggregating (Bagging) achieving an accuracy of 0.8067 and Extra Tree 
Classifier achieving an accuracy of 0.72.  

Overall, the classification results obtained from the confusion matrix suggest a decent level of 
success in classifying different types of spices using HOG feature extraction and bagging method. 
However, further evaluation of model performance is necessary, such as increasing the amount of 
training data or considering alternative feature extraction methods to improve the accuracy of 
classification outcomes. 

Table 5.  
The performance of Variations Bagging Method 

Bagging Method PRECISION Recall F1 - Score F2 - Score Jaccard Accuracy 

Bootstrap Aggregating 

(Bagging) 
0.7870 0.7932 0.7895 0.7915 0.6864 0.8067 

Random Forests 0.8610 0.8633 0.8587 0.8607 0.7694 0.8733 

Extra Tree Classifier 0.7034 0.7058 0.7037 0.7047 0.5635 0.72 

Table 6.  
Comparison with previous research 

Bagging Method PRECISION Recall F1 - Score F2 - Score Jaccard Accuracy 

Bootstrap Aggregating 

(Bagging) 
0.7870 0.7932 0.7895 0.7915 0.6864 0.8067 

Random Forests 0.8610 0.8633 0.8587 0.8607 0.7694 0.8733 

Extra Tree Classifier 0.7034 0.7058 0.7037 0.7047 0.5635 0.72 

Adaboost Classifier [28] 0.7094 0.6895 0.6821 0.6821 0.5338 0.6800 

Gradient Boosting 

Classifier [28] 0.7538 0.7568 0.7537 0.7552 0.6289 0.7600 

XGB Classifier [28] 0.8117 0.8088 0.8095 0.8089 0.6951 0.8060 

Ligth GBM 

Classifier[28] 0.7782 0.7763 0.7733 0.7742 0.6440 0.7730 

4. Conclusion  

The study found that all four tested models had relatively high accuracy in classifying different types 
of spices, with the Random Forest model performing the best, achieving an accuracy of 87.33%. The 
Random Forest model also outperformed the other models in terms of precision, recall, F1-score, and 
F2-score. On the other hand, the Extra Tree Classifier had the lowest performance, with precision, 
recall, F1-score, and F2-score values of 0.7034, 0.7058, 0.7037, and 0.7047, respectively. Furthermore, 
the Jaccard Score, which evaluates the accuracy of clustering algorithms by measuring the similarity 
between two sets of data, ranged from 0.5635 to 0.7694 in this study, indicating some overlap between 
predicted and actual class labels. Based on the evaluation metrics presented, Random Forests 
outperformed the other two methods with the highest precision, recall, F1-score, F2-score, Jaccard, and 
accuracy values. This indicates that Random Forests has a better performance in predicting the target 
variable compared to Bootstrap Aggregating (Bagging) and Extra Tree Classifier. However, it is 
important to note that the difference in performance between these methods may be dependent on 
the specific dataset and problem being solved. Therefore, further analysis and experimentation may be 
necessary to determine the best method for a given scenario. Overall, the study suggests that the HOG 
feature extraction method combined with Boosting algorithms can effectively classify different types 
of spices. However, improving the sample size and considering alternative feature extraction methods 
may enhance the accuracy of the classification outcomes. Further evaluations may be necessary to 
assess the generalizability of these models to other datasets or to determine if retraining is required. 
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