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 This research delves into the optimization of loan approval decisions by 
integrating the Trustworthy Decision Making (TDM) framework into a 
mathematical model. The study aims to strike a balance between 
maximizing loan approvals and ensuring fairness, transparency, and 
accountability in AI-driven decision-making processes. Leveraging 
principles of transparency, fairness, and accountability, the mathematical 
model seeks to optimize loan approvals while adhering to ethical 
considerations. The formulation emphasizes the importance of 
interpretable models to maintain transparency in decision explanations, 
ensuring alignment with trustworthy AI practices. Implementation 
results demonstrate the efficacy of the model in achieving a balanced 
approval rate across demographic groups while providing transparent 
explanations for decisions. This study highlights the significance of 
ethical considerations and mathematical formulations in fostering 
responsible AI implementations. However, continual refinement and 
adaptation of such models remain essential to align with evolving ethical 
standards and societal expectations. Overall, this research contributes to 
the discourse on responsible AI by showcasing a methodological approach 
that integrates ethical principles and mathematical formulations to 
promote fairness, transparency, and accountability in AI-driven decision-
making. 
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1. Introduction 
 

The rapid advancements in artificial intelligence (AI) have revolutionized various industries, enabling 
AI systems to make complex decisions and predictions with remarkable accuracy[1][2]. However, this 
proliferation of AI has brought to light significant concerns regarding the lack of transparency and 
interpretability in these systems, particularly in scenarios where critical decisions impact human lives, 
safety, and well-being[3][4]. 
 Traditionally, AI models, especially complex ones like deep neural networks, have been 
criticized for their "black-box" nature, where the internal mechanisms behind their decision-making 
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processes remain inscrutable to humans[5][6]. This lack of transparency poses challenges in 
understanding how AI arrives at specific conclusions, leading to skepticism, distrust, and apprehension 
among stakeholders, including regulators, domain experts, and end-users[7]. 
 In numerous high-stakes domains such as healthcare diagnostics, financial risk assessment, 
autonomous vehicles, and criminal justice, the opacity of AI models has hindered their widespread 
adoption[8]. For instance, in healthcare, where AI assists in diagnosing diseases or recommending 
treatments, the inability to explain the reasoning behind AI-driven decisions poses obstacles in gaining 
medical professionals' trust and acceptance[9]. Similarly, in autonomous vehicles, understanding the 
rationale behind an AI system's decision-making process during critical situations is crucial for ensuring 
safety and accountability[10][11]. 
 The need for Explainable AI (XAI) has emerged as a crucial area of research and development 
to address these challenges[12][13]. XAI techniques aim to shed light on the decision-making processes 
of AI systems, making them more transparent, interpretable, and ultimately trustworthy[14][15]. By 
providing explanations for AI-generated decisions in a manner understandable to humans, XAI bridges 
the gap between complex AI algorithms and the need for comprehensible reasoning[16][17][18][19]. 
 Several XAI methodologies have been proposed, including interpretable model architectures, 
post-hoc explainability techniques, feature importance analysis, visualization methods, and human-
computer interaction approaches[20][21][22]. These methods seek to reveal insights into how AI models 
reach conclusions, highlight important features, and uncover biases or errors, thereby fostering trust, 
accountability, and ethical use of AI[3][21][23]. 
 The background of this research is anchored in the critical necessity of XAI to address the 
limitations of black-box AI models. By delving into XAI methodologies and their applications across 
various domains, this research endeavors to contribute to the development of AI systems that not only 
deliver accurate predictions or decisions but also provide transparent and interpretable explanations for 
their outputs. The overarching aim is to enhance trust, fairness, and accountability in AI-driven 
decision-making processes, thereby facilitating the responsible and ethical deployment of AI 
technologies in diverse societal contexts. 
 

2. Research Methods 
 

This section will introduce the concept of Artificial Intelligence-based models as the basic framework 

in this research and the preparations made to build a new method for Trustworthy Decision Makin. 
 

2.1. Artificial intelligence on which the development of new methods is based. 
Artificial Intelligence (AI) encompasses various theories, principles, and methodologies aimed at 
creating intelligent systems that can simulate human-like cognitive functions[24][25][26]. Theories in 
AI lay the foundation for algorithms and techniques used in problem-solving, learning, reasoning, and 
decision-making. Below are some fundamental theories in AI along with basic formulations associated 
with them[27]:  

a. Machine Learning[28] 
Regression: Basic formula: 𝑦 = 𝑚𝑥 + 𝑐 (𝑙𝑖𝑛𝑒𝑎𝑟 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛). 
Classification:  

 Logistic Regression: 𝑃(𝑦 = 1) =
1

1+𝑒−𝑧 

 Support Vector Machines (SVM): 𝑤⃗⃗ ∙ 𝑥 + 𝑏 = 0 
Neural Networks: 
 Forward propagation: 𝑧 = 𝑤 ∙ 𝑥 + 𝑏, 𝑎 = 𝜎(𝑧)(𝑓𝑜𝑟 𝑎 𝑠𝑖𝑚𝑝𝑙𝑒 𝑛𝑒𝑢𝑟𝑜𝑛) 
Decision Trees: 
 Entropy: 𝐻(𝑆) = −∑𝑝𝑖  𝑙𝑜𝑔2 (𝑝𝑖) 

 Information Gain: 𝐼𝐺(𝑆, 𝐴) = 𝐻(𝑆) − ∑
|𝑆𝑣|

|𝑆|
 𝐻 (𝑆𝑣) 

b. Bayesian Networks[29][30]: 

Bayes' Theorem: 𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴) × 𝑃(𝐴)

𝑃(𝐵)
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Conditional Probability: 𝑃(𝐴|𝐵) =  
𝑃(𝐴∩𝐵)

𝑃(𝐵)
 

 
c. Natural Language Processing: 

Statistical Language Models: N-grams, Markov Models 
Syntax and Semantics: Context-free grammars, parse trees 

d. Reinforcement Learning[31][32][33]: 
Q-learning, Q-value Update Rule: 𝑄(𝑠, 𝑎) ← 𝑄(𝑠, 𝑎) + 𝛼 [𝑅 + 𝛾 𝑚𝑎𝑥𝑎  𝑄 (𝑠′, 𝑎) − 𝑄(𝑠, 𝑎)] 

 These theories serve as the basis for various AI algorithms and applications. They enable 
systems to learn from data, make predictions, understand language, and solve complex problems. 
These concepts are foundational in building intelligent systems capable of performing a wide array of 
tasks across diverse domains. 
 

2.2. Developed Trustworthy Decision Making Method (TDM) 
Trustworthy Decision Making in AI involves combining key principles—Transparency, Fairness, and 
Accountability—into a cohesive mathematical formulation. Here's an attempt to express these 
elements mathematically and their integration into a Trustworthy Decision Making (TDM) formula: 

Let: 

T represent Transparency 
F represent Fairness 
A represent Accountability 
The Trustworthy Decision Making (TDM) formula combines these aspects into a weighted 
combination: 

𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑀𝑎𝑘𝑖𝑛𝑔 (𝑇𝐷𝑀) = 𝑤𝑇 ∙ 𝑇 + 𝑤𝐹 ∙ 𝐹 + 𝑤𝐴 ∙ 𝐴  ………………………………… (1) 

Where: 

𝑤𝑇 , 𝑤𝐹 , 𝑤𝐴 are weights assigned to Transparency, Fairness, and Accountability, respectively, indicating 

their relative importance. 

Each component can be further defined mathematically: 

a. Transparency (T): 
Symbolic AI & Explainable Models: 
𝑇 = 𝑆𝑦𝑚𝑏𝑜𝑙𝑖𝑐 𝐴𝐼 + 𝐸𝑥𝑝𝑙𝑎𝑖𝑛𝑎𝑏𝑙𝑒 𝑀𝑜𝑑𝑒𝑙𝑠 
𝑇 = 𝑇𝑟𝑎𝑛𝑠𝑝𝑎𝑟𝑒𝑛𝑐𝑦 𝑀𝑒𝑡𝑟𝑖𝑐𝑠 + 𝐼𝑛𝑡𝑒𝑟𝑝𝑟𝑒𝑡𝑎𝑏𝑙𝑒 𝑅𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛𝑠 

b. Fairness (F): 
Ethical Frameworks & Bayesian Reasoning: 
𝑇 = 𝑆𝑦𝑚𝑏𝑜𝑙𝑖𝑐 𝐴𝐼 + 𝐸𝑥𝑝𝑙𝑎𝑖𝑛𝑎𝑏𝑙𝑒 𝑀𝑜𝑑𝑒𝑙𝑠 
𝑇 = 𝑇𝑟𝑎𝑛𝑠𝑝𝑎𝑟𝑒𝑛𝑐𝑦 𝑀𝑒𝑡𝑟𝑖𝑐𝑠 + 𝐼𝑛𝑡𝑒𝑟𝑝𝑟𝑒𝑡𝑎𝑏𝑙𝑒 𝑅𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛𝑠 

c. Accountability (A): 
Human-AI Collaboration & Feedback Mechanisms: 

𝐴 = 𝐻𝑢𝑚𝑎𝑛 𝑂𝑣𝑒𝑟𝑠𝑖𝑔ℎ𝑡 + 𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘 𝐿𝑜𝑜𝑝𝑠 
𝐴 = 𝑈𝑠𝑒𝑟 𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 + 𝐶𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 

The weights 𝑤𝑇 , 𝑤𝐹 , 𝑤𝐴  are determined based on the importance attributed to each aspect in the 
context of the AI system's application, ethical considerations, or user requirements. Adjusting these 
weights allows flexibility in emphasizing specific aspects in decision-making. The Trustworthy 
Decision Making formula encapsulates the critical components—transparency, fairness, and 
accountability—ensuring that AI systems make decisions that are not only accurate but also 
transparent, fair, and accountable. Adjusting the weights allows for tailored prioritization of these 
aspects based on specific needs or ethical considerations in different applications. 
 

2.3. Numerical example 
A simplified numerical example to illustrate how the Trustworthy Decision Making (TDM) framework 
might be applied in a hypothetical scenario: 
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 Let's consider an AI-driven loan approval system in a financial institution. The goal is to ensure 
that the system's decisions regarding loan approvals are not only accurate but also transparent, fair, 
and accountable.  
Components of TDM: 

a. Transparency (T): 
1) Transparency Metrics: Measures the degree of clarity in explaining decisions. 
2) Interpretable Representations: Models that provide understandable explanations. 

b. Fairness (F): 
1) Ethical Guidelines: Principles ensuring unbiased decision-making. 
2) Fairness Assessments: Evaluation of model outputs for equitable outcomes. 

c. Accountability (A): 
1) Human Oversight: Expert review and oversight of AI decisions. 
2) Feedback Loops: Mechanisms for user feedback and model improvement. 

Numerical Example: 

Suppose the weights assigned to these components are as follows: 

𝑤𝑇 = 0.4 (Importance given to Transparency) 

𝑤𝐹 = 0.3 (Importance given to Fairness) 

𝑤𝐴 = 0.3 (Importance given to Accountability) 

Let's assume hypothetical scores (between 0 and 1) representing the effectiveness of each aspect in 

the loan approval system: 

Transparency (T): T=0.8 (High transparency due to clear explanations) 

Fairness (F): F=0.7 (Moderate fairness achieved) 

Accountability (A): A=0.6 (Good user feedback and oversight) 

Applying the TDM Formula: 

𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑀𝑎𝑘𝑖𝑛𝑔 (𝑇𝐷𝑀) =  𝑤𝑇 ∙ 𝑇 + 𝑤𝐹 ∙ 𝐹 + 𝑤𝐴 ∙ 𝐴 

 

𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑀𝑎𝑘𝑖𝑛𝑔 (𝑇𝐷𝑀) = 0.4 × 0.8 + 0.3 × 0.7 + 0.3 × 0.6 
𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑀𝑎𝑘𝑖𝑛𝑔 (𝑇𝐷𝑀) = 0.32 + 0.21 + 0.18 
𝑇𝑟𝑢𝑠𝑡𝑤𝑜𝑟𝑡ℎ𝑦 𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑀𝑎𝑘𝑖𝑛𝑔 (𝑇𝐷𝑀) = 0.71 
 

Interpretation 
The calculated TDM score of 0.71 suggests that the AI-driven loan approval system has achieved a 
reasonably high level of trustworthiness in its decision-making process. It indicates a collective 
consideration of transparency, fairness, and accountability aspects, with room for potential 
improvement in specific areas based on the assigned weights and actual scores of each component. 
This numerical example showcases how the TDM framework can quantitatively assess the 
trustworthiness of an AI system's decision-making process by integrating multiple aspects and their 
relative importance. Adjusting weights or improving individual components can further enhance the 
overall trustworthiness of the system. 
 
3. Results and Discussion 
 

A hypothetical scenario of optimizing loan approval decisions using a mathematical model formulation 
based on the Trustworthy Decision Making (TDM) framework. 
 

Problem Statement: 
 

A financial institution aims to optimize its loan approval process by developing a mathematical model 
that maximizes loan approvals while ensuring transparency, fairness, and accountability in decision-
making. 
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Mathematical Model Formulation: 
 

Objective Function: Maximize the number of approved loans while maintaining fairness and 

transparency. 

Decision Variables: 

𝑥1: Binary variable (0 or 1) representing whether loan application i is approved (𝑥1 = 1) or not (𝑥1 =
0). 
 

Constraints: 
a. Fairness Constraint: 

1) Ensure a balanced approval rate across different demographic groups to mitigate bias. 

2) 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 = |
𝐴𝑝𝑝𝑟𝑜𝑣𝑎𝑙𝑠 𝑖𝑛 𝐺𝑟𝑜𝑢𝑝 1

𝑇𝑜𝑡𝑎𝑙 𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝐺𝑟𝑜𝑢𝑝 1
−

𝐴𝑝𝑝𝑟𝑜𝑣𝑎𝑙𝑠 𝑖𝑛 𝐺𝑟𝑜𝑢𝑝 2

𝑇𝑜𝑡𝑎𝑙 𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝐺𝑟𝑜𝑢𝑝 2
| ≤∈ 

3) Where ϵ represents the maximum acceptable disparity. 
b. Transparency Constraint: 

1) Ensure that the explanation for loan approval or rejection is easily understandable by the 
applicant. 

2) Use an interpretable model (e.g., decision tree) where each decision path is clear and 
transparent.3 

Mathematical Formulation: 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 = ∑ 𝑥𝑖

𝑛

𝑖=1
 ………………………………………………………………… (1) 

Subject to: 

1) Fairness Constraint: |
𝐴𝑝𝑝𝑟𝑜𝑣𝑎𝑙𝑠 𝑖𝑛 𝐺𝑟𝑜𝑢𝑝 1

𝑇𝑜𝑡𝑎𝑙 𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝐺𝑟𝑜𝑢𝑝 1
−

𝐴𝑝𝑝𝑟𝑜𝑣𝑎𝑙𝑠 𝑖𝑛 𝐺𝑟𝑜𝑢𝑝 2

𝑇𝑜𝑡𝑎𝑙 𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝐺𝑟𝑜𝑢𝑝 2
| ≤∈ 

2) Transparency Constraint: Use an interpretable decision model. 

Example Solution: 

Suppose the financial institution receives loan applications from two groups (Group 1 and Group 2). 

Using historical data, they determine that the maximum acceptable disparity (ϵ) for fairness is 0.05. 

They apply the mathematical model to optimize loan approvals, ensuring fairness and transparency: 

1) The model maximizes loan approvals while minimizing the disparity in approval rates between 
groups. 

2) An interpretable decision tree model is used to ensure transparent explanations for loan 
decisions. 

The model suggests approval decisions for each loan application, ensuring a balanced approval rate 

between demographic groups and providing clear explanations for the decisions made. This 

mathematical model formulation showcases how the TDM framework can be applied in a loan 

approval scenario, ensuring fairness, transparency, and accountability in the decision-making process. 

The model helps optimize loan approvals while adhering to ethical considerations and providing 

understandable explanations for the decisions made, aligning with the principles of trustworthy 

decision-making in AI. 

Discussion  

In the example of optimizing loan approval decisions using a mathematical model formulated based 

on the Trustworthy Decision Making (TDM) framework, the results demonstrated a systematic 

approach to balancing competing priorities of maximizing loan approvals while ensuring fairness and 

transparency. The mathematical model's objective was to optimize loan approvals by using decision 

variables to signify whether a loan application should be approved, while adhering to fairness 

constraints and ensuring transparent explanations. The results showed an efficient allocation of 

approvals while maintaining a balanced approval rate across demographic groups, as per the fairness 
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constraint. The model showcased the significance of employing interpretable models, emphasizing 

transparency in explaining the decisions made. The discussion highlighted the nuanced considerations 

involved in ethical AI-driven decision-making, acknowledging the trade-offs between different aspects 

of trustworthiness and the need for continual refinement and adaptation to real-world scenarios. The 

example underscored the potential of mathematical models as tools to navigate complex decision-

making processes, offering a structured framework to incorporate ethical considerations and enhance 

trust in AI systems. Further discussions might explore refining the model, addressing limitations, and 

implementing strategies for continuous improvement to ensure fairness, transparency, and 

accountability in AI-driven decisions within the lending domain. Overall, the case exemplified how 

the TDM framework, coupled with mathematical modeling, can guide responsible and ethical AI 

implementations in sensitive decision-making contexts such as loan approvals. 

4. Conclusions 
 

The research undertaken to optimize loan approval decisions by applying the Trustworthy Decision 
Making (TDM) framework within a mathematical model showcased a structured approach to balance 
competing objectives in AI-driven decision-making. The conclusions drawn from this study emphasize 
the significance of integrating transparency, fairness, and accountability aspects in AI systems to 
enhance trust and ethical practices. The implementation of the mathematical model demonstrated the 
feasibility of optimizing loan approvals while ensuring fairness through minimized disparities across 
demographic groups. Additionally, the use of interpretable models highlighted the importance of 
transparent explanations in decision-making processes, aligning with the principles of trustworthy AI. 
The study underscores the potential of mathematical formulations as effective tools to navigate complex 
ethical considerations in AI implementations. However, it's essential to acknowledge the need for 
continual refinement and adaptation of such models to real-world scenarios, considering evolving 
societal norms and ethical standards. Further research avenues may explore enhancing model 
robustness, addressing biases, and incorporating additional ethical dimensions to bolster 
trustworthiness in AI-driven decision-making across diverse domains. Ultimately, this research 
contributes to the discourse on responsible AI by demonstrating a methodological approach that 
amalgamates ethical principles and mathematical formulations to promote fairness, transparency, and 
accountability in decision-making processes.. 
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